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Abstract

Many music recommendation algorithms are
based on the idea of collaborative filtering, in
which new music is recommended to users based
on their listening behavior only e.g. track play-
counts and user similarity. However, these ap-
proaches do not work well for new, unpopular
music tracks, as only little usage data is avail-
able. This is known as the ”cold start problem”,
and in this seminar, a deep learning based solu-
tion, described in [4], is presented.

Papers of interest

I chose van den Oord et al. [4] to be the main
paper on which the presentation is based, as it’s
one of the very few -if not the only to date- pa-
pers to apply deep learning on audio data di-
rectly for the purpose of recommending music,
which I found to be very interesting. In Hu et
al. [1], the principles of WMF are described, and
are included in [4] as part of their approach.

In addition, one of the authors of [4] was intern-
ing at Spotify, which is a major music content
provider and I use their music client on daily ba-
sis.

Collaborative filtering

Collaborative filtering (CF) is a widely used
method for recommending items to consumers,
mainly on commercial platforms such as mu-
sic/video streaming services and online shops.

Model-based collaborative filtering

Given a set of tracks (items) and one of users
(consumers), CF can be applied by finding real-
valued vectors U, I called latent vectors, for each
user u and track i respectively, such that their
dot product is relatively large if and only if the
probablity of user u liking ¢ is high and vice
versa. This is achieved by using an optimiza-
tion algorithm e.g. Weighted Matrix Factoriza-
tion (WMF) based on the available usage data,
mainly being track playcounts.

Weighted Matrix Factorization

The WMF algorithm takes a so called ”confi-
dence” matrix C as its input and outputs two
matrices U, I with U -I ~ C, where U, I con-
tain the latent vectors of users resp. tracks. The
initial confidence matrix C is calculated from
user(u)-track(i) playcounts r,; according to the
following formula [4]:

cui = 1+ alog(l + eflrui)

where «, € are real-valued parameters. The ma-
trix factorization is the calculated by optimizing
the following objective function [4]:

(I]ni}l Cui(Pui — UuT Ii)2 + Regularization term

U,

where py; is called the preference for user v and
track 7 and is equal to one if r,; > 0 and zero
otherwise. Uy, I; are the latent vectors for user
u, track ¢ respectively.



The cold start problem

Because CF is purely based on users’ usage data,
recommending unpopular music tracks is prob-
lematic. Technically speaking, their correspond-
ing latent vectors would be under-constrained
and their values would largely depend on the ini-
tialization which is usually random. As unpop-
ular music tracks form the majority of the total
tracks there is, it is important to find solutions
for the cold start problem.

Content-based MR

One way of approaching the cold start problem
is by incorporating the track’s audio data in the
recommendation process. However, it has been
found that there is no direct correspondence be-
tween the raw audio signal and the characteris-
tics which affect user preferences, which is known
as the semantic gap problem. This makes ex-
tracting appropriate features for the purpose of
MR a rather challenging task. Although there
are algorithms which extract specific track fea-
tures e.g. Genre and mood, relying on a limited
set of features might not be well suited for the
task of MR as liking a track is much more com-
plicated than just having a favorite Genre.

(Deep) Neural networks

Neural networks (NNs) have the potential to
solve the above problem by automating the task
of feature extraction.

NNs have gained lots of attention during the past
years. One main reason for that is the rapid in-
crease in computational capacity of computers,
in addition to the advancements in understand-
ing the way NNs work.

The main function of NNs is to recog-
nize/differentiate certain characteristic, i.e. fea-
tures in the input data without having to fully
memorize it. Nowadays, NNs are used in many
applications such as pedestrian tracking, image
segmentation, text recognition etc. However, un-

til recently, little has been done in the field of
audio as opposed to that of vision. One major
reason for this is the fact that most audio files
such as music tracks, have a relatively long one
dimensional signal. For example, a three-minute
long track with a typical sampling rate of 44100
Hz would result in 3-60-44100 = 7938000 values,
which amounts to almost three times the number
of values for an image of size 1920 by 1080 pix-
els, although the typical image size in common
training sets is much smaller.

Convolutional NNs (CNNs) If the features
one would like the NN to differentiate are local,
then there exists a special type of NNs, called
convolutional CNNs, where calculation are much
more efficient, which allows to work on large data
units, such as images and audio files, as features
in this case are mostly local, e.g. the beginning
of a music track has not much to do with its end.

CNNs are used as a part of the algorithm de-
scribed in [4].

Related work

There have been some attempts to overcome the
cold start problem by making use of content-
based features, e.g. in [5] for the purpose of sci-
entific article recommendation or in [6] for col-
laborative music retrieval (query-based recom-
mendation). However, non of which have used
deep neural networks.

Main approach

The main idea behind the method explained in
[4] is to first compute the latent item(track)- and
user-factors. This is done by applying the WMF
algorithm to a large dataset! that includes the
playcounts of over 380,000 songs, collected from
1 million users.

The obtained latent track-factors are then used
as ground truth for training a CNN along
with the corresponding audio data as its in-
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put. To this regard, the audio signals from each
track are first converted into a fixed-size mel-
spectrogram. The spectrograms where gen-
erated from random 3 second snippets of au-
dio, this was mainly done to improve the CNN’s
training performance.

Finally, the trained neural network is used to
predict the latent item-factors for tracks with lit-
tle to no usage statistics by solely relying on its
audio data (content-based).

A personal note on mel-spectrograms

Mel-spectrograms are a method of ”compress-
ing” the wave form audio into a representa-
tion that is closer to the way humans perceive
sound. One might ask why haven’t the author
of [4] used the wave form directly as an input
to the network. In my opinion, converting au-
dio to spectrograms can be seen as more of a
way of compressing audio, than of extracting cer-
tain features. This is comparable to using the
JPEG representation of images instead of the
pixel values. In addition, using the wave form
is rather more computationally demanding than
using the corresponding mel-spectrogram, that
is why they are widely used for many audio-
classification tasks. However, recently there have
been a tendency towards using the wave form di-
rectly as an input to the NNs, e.g. [2, 3]

Loss functions

The loss function is a necessary component of
NNs, which plays a major role in what and how
fast a neural network learns specific features of
the input. It is a measure of how well the cur-
rent NN does reproduce the target values -in our
case the track latent vectors-, and this has a di-
rect influence on the ”learning” behavior of the
network as training it is guided by trying to min-
imize its loss function. A commonly used loss
function is the mean squared error (MSE),
which is the average of the squared differences
of the network’s output and the training target
value.

In [4], two networks were trained using two dif-
ferent objective functions:

(1) miny (|1~ L|?
)

2) mi i (Pui — ULT)?
(2) min " eulpus — UTT)

u,i

The function (1) is based on the MSE, where
the function (2) is based on the WMF objective
function.

Results

The following table is some of the interesting
quantitative results obtained by [4]

Mean Average Precision
random 0.00015
CNN with (1) as loss 0.00672
CNN with (2) as loss 0.23278

It is clear from the above table that using the
WMEF objective function to train the network is
much better than using the MSE, however, it is
important to note, that when using (2) as a loss
function, an upper bound of the mean average
accuracy was calculated. Practical values were
often lower.

The authors have also mentioned that their
quantitative results do not properly reflect their
qualitative ones, which were better, which was
due to the way the mean average precision was
calculated, as it has considered audio meta data
e.g. year, artist, which cannot be predicted from
raw audio.

My contribution
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Conclusion

In this seminar, an approach, described in [4], to
overcome the cold start problem was explained.
The main idea included training a CNN on the
track’s latent vectors as target values and its au-
dio wave form as its input. In conclusion, re-
sults showed that using this approach for the
purpose of music recommendation is relatively
better than randomly suggesting tracks.
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