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1 Introduction

Nowadays, music is a prevalent topic in society:
anyone listens to music anywhere and anytime
[23]. Therefore, it is reasonable that there is the
emerging and multidisciplinary research field of
Music Information Retrieval (MIR) which deals
with a wide range of general tasks from music
perception, feature extraction and classification
to music creation [27, 4].

Due to the “exploding amount of digital music
content” and its accessibility to the general pub-
lic, there is a need of developing solutions to re-
trieve and manage music of interest [27, 4, 1]. For
this “automatic classification techniques play an
essential role” [23], which include several tasks
like mood classification, genre classification and
composer identification [11]. These tasks are
also part of the Music Information Retrieval
Fvaluation eXchange (MIREX) which provides
a framework to compare MIR algorithms [3].
One important characteristic of music is that it
“Is created to convey emotions” [27] and express
feelings [2, 12]. This leads to the natural process
“to categorize music in terms of its emotional
associations” [9] and to the need of retrieving
emotion or mood information from music pieces
[12].

Emotion and mood are used interchangeably
in literature [9]. In psychology a mood is a
more generalized form of emotional feelings for
a longer period of time [9]. Recently, mood tags
are an emerging meta-data type and are used for
searching specific music pieces [26, 27, 8]. Mood
is more subjective and challenging to quantify

compared to the traditional terms like genre and
artist [26].

How to compute a mood of a music piece is cov-
ered by the research field of music mood classi-
fication which still is in its early stages [9] and
has to deal with multidisciplinary and human re-
lated issues [27]. To understand the wide range
of this research field, this report gives a compact
insight of the state of the art and an exemplary
approach to answer the question: How to com-
pute a mood from a music piece?

2 State of the Art

Music mood classification includes several sub-
processes which are required to calculate a mood
from a music piece [12]. At first an emotion
model respectively the representation of music
moods, which can be perceived by humans, has
to be defined. Additionally, specific music fea-
tures such as audio-based rhythmic features have
to be chosen as characteristics of music pieces.
The overall aim of the classification is to train a
classifier by calculating the relation between the
terms of the emotion model and the extracted
music features of music pieces [27].

For this calculation mostly supervised machine
learning techniques are used [12]. To train a
classifier with a machine learning technique, a
ground truth dataset is needed: a training set
with mood labeled music pieces accordingly to
the emotion model. If the classifier is trained
it can predict the mood classes of unseen music
data.



2.1 Emotion Models

The correct representation of moods from music
pieces perceived and understood by humans are
still an active topic in psychology [9]. This is
because of the subjectivity of music perception
[4, 18]. There exist two types of emotion models:
categorical and dimensional.

A categorical emotion model groups moods in
different classes which can be represented by
several adjective terms [2]. Hewner’s adjective
checklist [5] was the first model containing eight
clusters with overall 67 emotional terms which is
still used in modified versions [2, 25]. Another
widely used categorical emotion model are the
five MIREX clusters [2] derived from All Music
Guide (AMG)' [9].

Mostly two to six mood categories are used [8].
The categorical models are easy to use for ma-
chine learning techniques [27], but if there are
too less or too much mood classes or terms to
represent the perceivable richness of music, there
is the problem of oversimplification [2, 27] re-
spectively ambiguity [27].

The dimensional emotion model represents
moods in a psychological dimensional real-value
space [2, 27, 9]. The most used dimensional
emotion model is the Circumpler Model by Rus-
sel [26, 20], which considers the two dimensions:
arousal (level of intensity) and valence (level of
pleasantness) [2, 27].

For example, in this 2D-model the emotions
afraid and angry have nearly the same values
(high arousal and relatively low valence value),
but are from psychological point of view very dif-
ferent [2, 27]. This shows the problem that some
important psychological distinctions are blurred
[27], wherefore some approaches use further di-
mensions like dominance [27] which can also lead
to problems in terms of the visualization [27].
Various approaches with different and individ-
ual emotion models [6, 25] exist. This lack of
standardization leads to the problem of incom-
parability. So, there are a lot of challenges which
have to be dealt with during the selection of a
suitable emotion model.

! All Music Guide: http://www.allmusic.com

2.2 Music Features

Music features are the representations of specific
perceptual acoustical elements of a music piece
[24].

These audio-based features can be grouped
among others into rhythm, pitch, harmony, tim-
bre and temporal features [4]. There is a huge
amount of different calculations and representa-
tions [24]. For example, timbre can be repre-
sented by the common used Mel-frequency Cep-
strum Coefficient (MFCC) or Spectral Centroid
(SC) [26, 4]. Marsyas [24] is a common used
framework to extract music features and pro-
vides in total 124 different feature extractions
[8, 14, 24]. For more details on music features
and musicology see recent literature [2, 26].
Emotions are a “complex subjective and con-
scious experience reflected by complicated psy-
chophysiological expressions” [2]. It is reason-
able that there is a gap between the extractable
music features and “the human cognitive level
of emotion perception” [27]. This gap is called
the semantic gap and has to be considered for the
classification [27]. Several studies investigate the
relevance of specific features for the mood clas-
sification [2, 27, 4, 8], whereby rhythm features
are the most popular ones [4, §].

Audio-based music features are the most used
features in music mood classification [8], but
there are other types and sources of information
such as semantically rich lyrics, genre tags or im-
ages from album covers which are used to bridge
the semantic gap (see Chapter 3). Because “any
classification system is only as good as the fea-
tures that it receives,” [14] the selection of suit-
able music features is very important. The re-
cent best music mood classification systems use
a combination of different types of features [9].
Before the feature extraction and analysis of the
music pieces, the datasets have to be prepro-
cessed. In the recent research, the music data
is converted to the standard format of 22,050 Hz
sampling frequency, 16 bit precision, mono chan-
nel, normalized sound level and a representative
segment extraction of 30 seconds [27, 12].



2.3 Ground Truth

In order to train a classifier, a dataset with as-
signed mood labels from the emotion model is
required. This so-called ground truth is difficult
to obtain [4] due to two main issues: emotional
perception and emotion annotation [27]. The
perception of music pieces and their moods is
subjective and influenced by several factors like
individual taste, cultural background, age, gen-
der, etc. [27, 4, 9]. The annotation or labeling of
moods to music pieces is influenced by the sub-
jectivity problem: humans have an accuracy of
80 % in annotating the correct moods [21, 4].
The emotion annotation is labor-intensive be-
cause it demands a heavy cognitive load of
the subjects [27], and time-consuming with one
minute to annotate a song on average [12]. These
problems therefore mostly lead to small datasets
with a varying quality in practice [27, 12, 6]. The
lack of publicly available ground truth data nega-
tively effects the individual annotation of private
datasets by different researchers [27, 4].

Music pieces are conventionally annotated by
less than five musical experts which leads to
small datasets in practice [3, 27, 9].

Social Tagging is a recent trend to overcome
this problem by using mood tags annotated by
users on music recommendation websites such
as Last.fm?, but additionally inducing a qual-
ity weakness [26, 10, 9].

Annotation games try to make the annotation
task more playful. MajorMiner? is a game for
categorical emotion models and MoodSwings* for
2D-emotion models [12, 9].

Obtaining the ground truth is an essential but
still challenging problem [9)].

2.4 Supervised Machine Learning

With the help of supervised machine learning, a
classifier is trained with the ground truth data to
provide a mapping from the music feature space
to mood labels of the emotion model [4] in or-

2Last.fm: http://www.lastfm.de
3MajorMiner: http://majorminer.org/info/intro
4MoodSwings: http://moodswings.ece.drexel.edu

der to predict mood labels for unseen data. Of-
ten already existing classification algorithms of
other research fields are used (e.g. Data Min-
ing) [22, 27].

The recent most popular and best performing
mood classification model is the Support Vec-
tor Machine (SVM) [27, 8, 6]. Its main idea
is finding the optimal hyperplane with a maxi-
mum margin to separate grouped features [4, 19].
LIBMSVM is the most used library to apply the
SVM algorithm [27].

There are also other common classifiers such
as K-Nearest-Neighbor (KNN), Artificial Neu-
ral Network (ANN) or Gaussian Mizture Model
(GMM) [2, 4, 8, 6]. For example, for the real-
valued dimensional emotion models a regression
model is needed, whereby the Support Vector Re-
gression (SVR) is used as a modification of SVM
[2, 27].

2.5 Types of Labeling

The music mood classification covers different
types of labeling: single-/multi-class and single-
/multi-modal labeling.

Single-class labeling assigns one mood label as a
representative to a music piece, whereby multi-
class labeling assigns more labels. There is an in-
creasing interest in using multi-class labeling due
to the subjectivity of emotion perception and in-
dividual preferences [18]. Because of a “disagree-
ment regarding perception and interpretation of
emotions of song or ambiguity within piece it-
self” [9] the so-called Music Emotion Variation
Detection (MEVD) exploits temporal informa-
tion and tracks the changing moods within one
music piece [27, 11, 18].

Modal labeling is about the different types of fea-
tures used for classification. Most music mood
classification approaches are using single-modal
labeling with only audio-based features [26, 8, 1]
which recently leads to an upper limit of perfor-
mance [9] (the accuracy is bounded by circa 66
% [27]). Other types like lyrics are investigated
for single-modal labeling, but they perform not
effectively as audio-based features [6, 1].



Recent studies show that multi-modal labeling
systems have a general improvement in accuracy
[26, 27, 8, 6, 9]. Using additionally semantically
rich feature types like lyrics, genre or images
seem to be a recent trend of the field of music
mood classification [26, 27, 9, 7].

For the recent state of the art in music mood
classification, there is a variety of multidisci-
plinary approaches which use different combina-
tions of the types of labeling, also different emo-
tion models, music features, ground truth data
and classification techniques [26, 2, 27, 11, 9, 8].
This individuality leads to new unique solutions
but also to a lack of standardization and compa-
rability.

3 Exemplary Approach

In order to compactly explain the whole pro-
cess of computing moods from a music piece and
the related issues one exemplary approach is se-
lected: FEaxploiting Online Music Tags for Music
Emotion Classification by Lin et al. from 2011
[12].

3.1 Idea

The main idea of this exemplary approach is to
exploit genre tags to bridge the semantic gap in
order to improve the performance of music mood
classification. The assumption is that the genre
of a music piece is closely related to the mood: if
music pieces have the same genre they will con-
tain the same performance techniques perceived
by humans, and will express the same moods.
For example, a sad emotion can be expressed by
different performance techniques: Rock is loud
and rough, however, Country is more smooth
and tender. This reasons the assumption of a
genre-specific characteristic [9].

This approach assigns several mood labels to one
music piece (multi-class labeling) and uses genre
tags and audio-based features (multi-modal la-
beling). It has a two-layer structure: first group-
ing the music pieces by their genre, then building
classifiers for each group.

3.2 Methods

This exemplary approach uses all 183 mood
classes respectively labels from AMG as its cat-
egorical emotion model and AMG’s six different
genre tags: Blues, Country, Jazz, R&B, Rap and
Rock.

It uses all 124 audio-based features which are
provided by Marsyas: 68 timbral, 48 pitch and
eight rhythmic features [24].

In order to obtain the ground truth, the mood
and genre labels, which are only assigned at
album-level at AMG, are propagated to all mu-
sic pieces. The audio files are web crawled from
YouTube.com® (7,922 music pieces out of 1,036
albums). Finally, all music features are extracted
by using Marsyas.

The music pieces are separated into the genre
groups and to each group supervised machine
learning is applied. For each mood, a binary
SVM classifier is calculated to predict if the spe-
cific mood will be expressed by the music piece.
Therefore, 183 binary SVM classifiers composed
to one classifier in total are computed for each
genre group.

Lin et al. figure out that there is an imbalance in
the mood classes of the online taxonomy: many
mood classes are underrepresented in the ground
truth data (about 75 % of all mood classes are
in less than 10 % of the music pieces). As this
imbalance would negatively affect the SVM clas-
sification, there is a need of data sampling before
building the classifiers. A common approach is
undersampling: for each mood class only a sub-
set of the majority set (music pieces without the
specific mood) with the size of the minority set
(music pieces with the specific mood) is sampled.
To reduce the risk of discarding potentially use-
ful data, the classification process is adapted by
using ensemble learning: each classifier is trained
with different undersampled data and finally the
best performing set and classifier is chosen.

The moods of an unseen music piece can then
be predicted by web crawling the genre tag, ex-
tracting the music features and finally applying
it to the genre-specific classifier. See the system

5YouTube.com: https://www.youtube.com



overview in Fig. 1 in Appendix A.
Furthermore, Lin et al. investigated the genre-
specific characteristic of music pieces by comput-
ing pairwise similarities according to the music
features.

3.3 Results and Review

A genre-specific characteristic is shown: the sim-
ilarity within each genre is higher than the aver-
age similarity between all music pieces. So, the
genre-grouping seems reasonable to bridge the
semantic gap and can also be exploited in future
approaches.

The usage of the two-layer structure improves
the overall performance of the mood classifica-
tion about 50 %: average f-score from 0.23 to
0.36. The f-score is the harmonic average of pre-
cision and recall. Precision measures the pro-
portion of truly relevant mood tags among all
the predicted ones. Recall measures the propor-
tion of truly relevant mood tags in the ground
truth that are correctly detected. So, the f-score
measures the quality of mood tags assigned to a
music piece. With a 36 % precision and recall
on average, the accuracy seems unsatisfying but
outperforms the random guess (f-score: 0.12).
Yet, there is no comparison of the accuracy pos-
sible, because there are no similar approaches
performed under the same conditions. Only an
overall improvement can be achieved by using
multi-modal labeling, which also supports other
recent research results, however, no statement
can be made about the real-world sufficiency.
The propagation of mood labels from the album-
level to the music pieces is the biggest point of
criticism. This assumes that all music pieces of
an album express the same moods, which is not
necessarily granted. This false assumption prob-
ably leads to a low quality of the ground truth
and influences the music mood classification.
Another point of criticism is that all features
provided by Marsyas are taken without consid-
ering recent research about specific features with
higher impact [4, 8].

Finally, this is an exemplary approach out of mu-
sic mood classification which can compute the

moods from a music piece, however, with the
lack of comparability due to the individual emo-
tion model, features, ground truth and the ap-
plication of the SVM classification. Major take
aways of this approach are the investigations of
genre specificity, the data sampling procedure to
overcome mood class imbalance and the general
improvement of using multi-modal labeling.

4 Conclusion & Outlook

Nowadays, there are many application areas
like music recommendation systems where it is
needed to compute the expressed mood from a
music piece. Within the research field of mu-
sic mood classification, there exists a variety of
solutions. Best performing systems use knowl-
edge based on multiple domains and a com-
bination of different music feature types [9].
Within the MIREX community there seems to
be an accuracy boundary at about 68 % also
for multi-modal approaches [17, 16]. This ac-
curacy is quite satisfactory relative to the hu-
man accuracy of 80 % [21] considering that this
field of research is quite young and has to deal
with open issues regarding its multidisciplinar-
ity and human related nature. There are at-
tempts such as MIREX or particular systems like
the Autonomous Classification Engine (ACE) to
provide a standardized framework [15, 13, 14],
but in general the recent variety of approaches
has a lack of standardization and comparability
[27, 4,9, 18, 25, 14].

Based on these issues, there are still open chal-
lenges and future work for music mood classifi-
cation. To overcome the problem of individual
subjectivity, one possibility is to use personal-
ized learning systems with individual profiling
[2, 9]. A future-looking approach could also con-
sider the environment of music listening such as
waking up, eating or driving [27], or take into
account physiological changes (e.g. heart rate)
[2].

Finally, music mood classification shows a great
potential and a basis for further multidisci-
plinary research to compute a mood from a music
piece.
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